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Abstract 

Despite the intense debate over whether politically irrelevant events (e.g., football games) 

influence voter attitudes, the existing literature predominantly focuses on cases in the U.S. and 

a few developed countries, neglecting generalizability across other countries. Our study 

provides the first global evidence for the relevance of irrelevant events, analyzing the effects 

of international soccer games on leader approval in more than 100 countries from 2008 to 2023. 

Leveraging “double” natural experiments, comprising as-if random assignments of interview 

dates and soccer results conditional on betting odds, we find that lucky victories enhance public 

approval of national leaders by 7 percentage points, while unlucky losses lack compensating 

effects. The analysis of causal mechanisms suggests that soccer games serve as a benchmark 

for leader performance. Notably, these effects exhibit substantial cross-country variation, 

prompting us to consider contextual conditions across countries. 

Keywords: Soccer, Football, Public opinion, Leader approval, Natural experiment. 
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Introduction 

On February 10, 2015, two days after the spectacular victory of Ivory Coast in the final round 

of the Africa Cup of Nations, thousands of people flooded the streets of Abidjan and celebrated 

the national heroes including Yaya Toure. However, when Yaya passed the crowds riding on 

a parade car, a rather unexpected person sat next to him: President Alassane Ouattara. The 

president even wore Toure’s gold medal, symbolizing his contributions. Arguably, the national 

achievement helped the president’s reelection in the same year. As Adekaiyaoja (2024) states, 

“Ouattara, who has always supported the team, was front and centre during [the] celebrations, 

eventually parlaying the mood of the country into winning re-election.” 

The case of Ivory Coast illustrates how seemingly irrelevant events, such as soccer 

games, shape political outcomes. Politically irrelevant events, such as shark attacks (Achen and 

Bartels 2017), college football (Busby, Druckman, and Fredendall 2016; Healy, Malhotra, and 

Mo 2010; M. K. Miller 2013), and UFO sightings (Kitamura 2022) have been proven to 

influence elections and public opinion in the U.S.; however, the validity of the evidence is still 

debated (Achen and Bartels 2018; Busby and Druckman 2018; Fowler and Hall 2016; Fowler 

and Montagnes 2015; Healy, Malhotra, and Mo 2015). Recent studies have extended the 

analyses, especially those regarding sports events, to different times (Graham et al. 2023b) and 

different countries such as Finland (Rapeli and Söderlund 2022), Ireland (Müller and Kneafsey 

2023), and Spain (Alfano and Ercolano 2023), yielding mixed results (Fowler and Montagnes 

2023b, 2023a; Graham et al. 2023a). However, despite the extensive analyses, the literature is 

still confined to the U.S. and a few developed countries, neglecting the generalizability across 

countries. 

Our study fills this gap by analyzing the effects of international soccer games on leader 

approval in more than 100 countries over a 15-year period from 2008 to 2023. We leverage 

one of the most comprehensive public opinion surveys—Gallup World Poll (GWP)—and 

“double” natural experiments comprising as-if random assignments of interview dates and the 
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results of soccer games conditional on pre-game betting odds (Card and Dahl 2011). 

Importantly, although the performance of a national team may depend on government policies, 

we condition the soccer results on pre-game betting odds and thus analyze “lucky” victories 

and “unlucky” losses, which are beyond the control of a national government. Since such 

random outcomes are not indicative of a leader’s performance, they should not alter rational 

voters’ attitudes. This feature allows us to test voter rationality (Ashworth, Bueno de Mesquita, 

and Friedenberg 2018; Healy, Malhotra, and Mo 2010).  

The results of our analysis indicate that lucky victories improve leader approval, while 

unlucky losses lack compensating effects. Victories increased the support for an incumbent 

leader by 7 percentage points—about a 14% increase from the sample average. Extensive 

validity tests, including robustness checks with 2,688 specifications of samples, measurements, 

and methods, indicate that this finding is unlikely to be a false positive. The effects are also 

large for particularly salient soccer games (e.g., games in popular tournaments, those with high 

viewership, and matches between historical rivals) and vary substantially across countries. 

Moreover, our analyses of causal mechanisms indicate that although victories improve people’s 

evaluations of national leader performance, they do not affect local mayoral performance. This 

indicates that respondents use the results of international soccer games as an irrational yet 

sensible heuristic for assessing national leadership. We also find suggestive evidence that 

international soccer games alter the actual results of elections.  

To the best of our knowledge, this study is the first global test for the relevance of 

politically irrelevant events. Previous studies have predominantly focused on the U.S. (Achen 

and Bartels 2017; Graham et al. 2023b; Healy, Malhotra, and Mo 2010; Kitamura 2022), with 

exceptions in only a few developed countries (Alfano and Ercolano 2023; Müller and Kneafsey 

2023; Rapeli and Söderlund 2022). While Kikuta and Uesugi (2023) have analyzed the effects 

of the European professional soccer games on protests and public opinion in Africa, their 
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analysis remains confined to fewer than 15 countries on the continent. This narrow focus 

hinders generalizability of claims. Moreover, our finding that the effects vary substantially 

across countries highlights a new direction for the literature; future studies must explain under 

what conditions, not merely whether, irrelevant events affect public opinion. 

Motivation: Voter Rationality, Political Relevance, and Sports Events 

Voter rationality—the assumption that voters update their beliefs following Bayes’ rule—is 

essential to the classical models of voting behavior (see Ashworth, Bueno de Mesquita, and 

Friedenberg 2017 for review; Besley 2006; Canes-Wrone, Herron, and Shotts 2001; Fearon 

1999, 2011; Ferejohn 1986; Lohmann 1998). Although it is debatable whether voter rationality 

improves social welfare (Ashworth and Bueno de Mesquita 2014), the theoretical predictions 

of the classical models depend on voter rationality. Thus, testing the validity of this assumption 

remains important (Ashworth, Bueno de Mesquita, and Friedenberg 2018). 

Empirical studies have tested voter rationality by examining whether seemingly 

irrelevant features influence voters. Previous studies show that voting behavior is influenced 

by subtle features at polling stations, such as ballot designs (Calvo, Escolar, and Pomares 2009; 

Ho and Imai 2008; Reynolds and Steenbergen 2006), candidate appearances (Atkinson, Enos, 

and Hill 2009; Berggren, Jordahl, and Poutvaara 2010; Todorov et al. 2005), candidate names 

(Auer, Portmann, and Tichelbaecker 2023; Fukumoto and Miwa 2018; Muraoka 2021), and 

order on the ballot (Belschner 2024; E. Chen et al. 2014). Another group of studies investigates 

the effects of politically irrelevant events—those beyond the control of politicians and for 

which no response is expected. Although earlier studies have examined the effects of natural 

disasters (Fair et al. 2017; Gasper and Reeves 2011; Healy and Malhotra 2009, 2010; Heersink, 

Peterson, and Jenkins 2017; Lazarev et al. 2014; Malhotra and Kuo 2008; Ramos and Sanz 

2020; Reeves 2011; Remmer 2014), politicians are responsible for disaster preparedness and 
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relief, and thus, natural disasters are expected to influence the beliefs of rational voters 

(Ashworth, Bueno de Mesquita, and Friedenberg 2018).  

Given such difficulties, recent studies have focused on sports events among other 

politically irrelevant events.1 Since politicians are not responsible for the results of sports 

events, nor are they expected to respond, such events should not alter the beliefs of rational 

voters. Any observable effects of sports events, therefore, constitute crucial evidence against 

the assumption of voter rationality (Ashworth, Bueno de Mesquita, and Friedenberg 2018; 

Fowler and Montagnes 2023a; Healy, Malhotra, and Mo 2010). Although politicians may be 

responsible for the average performance of a national team, they cannot control every aspect 

of sports events. The outcomes of sports games often depend on elements of luck, such as shots 

hitting the post in soccer games (Healy and Malhotra 2010; Kikuta and Uesugi 2023). Owing 

to the importance of this issue, much attention has been paid to the validity of the evidence 

(Busby and Druckman 2018; Busby, Druckman, and Fredendall 2016; Fowler and Montagnes 

2015, 2023a, 2023b; Graham et al. 2023b, 2023a; Healy, Malhotra, and Mo 2010, 2015; M. K. 

Miller 2013).  

However, those studies almost exclusively focus on the U.S., neglecting 

generalizability across countries. Although Busby and Druckman (2018) call for examining 

“under what conditions to irrelevant event effects occur” (9), the question remained 

unanswered until very recently. Rapeli and Söderlund’s (2022) study is the first to expand the 

scope to a multiparty context in Finland, indicating that the Olympic Games did not affect 

 
1  Other studies leverage UFO sightings (Kitamura 2022), Christmas lottery (Bagues and 

Esteve-Volart 2016), foreign aid (Cruz and Schneider 2017), local tax increase (Sances 2017), 

rainfall (Meier, Schmid, and Stutzer 2016), minimum wage (B. Jiménez 2023), sunshine (Bassi 

2019), wind (Mo et al. 2023), and natural disasters without any damages (Gallagher 2021). 
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government approval. Similarly, Müller and Kneafsey (2023)  extended the analysis to Gaelic 

football in Ireland, finding little evidence of its impact. Conversely, Kikuta and Uesugi (2023), 

who analyzed the effects of European professional soccer on protests and public opinion in 

Africa, found that losses in soccer games substantially decreased the support for an incumbent 

leader. Alfano and Ercolano (2023) also found similar results in Spain.  

These studies signify a “comparative turn” in the literature, yet they continue to focus 

on only one or a few countries, neglecting generalizability. As Müller and Kneafsey (2023) 

state in the conclusion, “examining the robustness of high-profile findings across different case 

contexts is key to determining the factors that may condition the impact of irrelevant events” 

(325). Similarly, Rapeli and Söderlund (2022) argue that “[w]hile some scholars question 

whether looking for political effects of non-political events is a meaningful exercise, there is 

still room for more contextual variety in the analyses before the idea should be dismissed” (7). 

We take this issue seriously and analyze the effects of international soccer games on a global 

scale. 

Although our claim—that international soccer games influence leader approval—may 

appear extraordinary, sports events have been shown to affect a wide array of outcomes, 

including mood (Ge 2018; Gkorezis et al. 2016, 2016; Otto, Fleming, and Glimcher 2016; 

Schwarz et al. 1987), hooliganism (Priks 2010), unhealthy eating (Cornil and Chandon 2013), 

domestic violence (Card and Dahl 2011; Kirby, Francis, and O’Flaherty 2014), crime (Ge, 

Barbieri, and Schneider 2021; Kalist and Lee 2016; Marie 2016), judiciaries (D. L. Chen 2016; 

Eren and Mocan 2018), and stock returns (Edmans, García, and Norli 2007; Hirshleifer and 

Shumway 2003). Other studies also show that sports events influence nationalism, attitudes 

toward out-groups (Alrababa’h et al. 2021; Arnold 2021; Auer and Ruedin 2023; Gries, 

Crowson, and Sandel 2010; Kim and Lopez de Leon 2019; Pinto 2024; Rosenzweig and Zhou 

2021), and interstate and intrastate violence (Bertoli 2017; Depetris-Chauvin, Durante, and 
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Campante 2020; Scharpf, Glabel, and Edwards 2023).2 Given these findings, it is surprising 

that no consensus has been reached regarding leader approval.  

Theory: Rational Update and Psychological Biases 

From a rationalist perspective, lucky victories or unlucky losses in international soccer games 

should not affect leader approval. As mentioned previously, although leaders and governments 

may influence the overall strength of the national team, they do not control every aspect of 

soccer games.3 Thus, even though rational voters can potentially base their evaluations of 

leaders on the overall performance of their national teams (e.g., FIFA scores),4 they should not 

overreact to the random results of individual games.  

Although the results of international soccer games can be considered noisy signals of 

leader performance, rational voters do not change their beliefs when they have access to more 

reliable indicators such as FIFA scores. These indicators allow rational voters to assess a 

leader’s performance, and the random results of soccer games provide no additional 

information.5 Thus, unless accessing those indicators is costly,6 the random results of soccer 

games should not influence rational voters’ beliefs. Consistent with this perspective, the 

 
2 Other studies examine the effects of sports participation (Lowe 2021; Mousa 2020). 

3 At least during our study period (2008–2023), instances of bribing judges was extremely rare 

in the World Cups and regional tournaments. 

4 The FIFA scores and rankings are updated monthly and derived from a game theoretic model 

(Elo rating system), which calculates a team’s probability of winning against an average 

opponent.  

5 In Appendix A1, we formalize this notion by using a simple model of Bayesian update. 

6  Game results are typically broadcasted along with information about opponent teams, 

including their FIFA rankings. 
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consensus in the literature suggests that the random results of sports games should not affect 

rational people’s evaluations of a political leader (Ashworth, Bueno de Mesquita, and 

Friedenberg 2018; Fowler and Montagnes 2023a; Healy, Malhotra, and Mo 2010). However, 

in the following subsections, we argue that sports games can affect voter attitudes via 

psychological channels. 

Psychological Biases 

While people are assumed to be rational, their rationality can be limited in the real world. For 

example, they might blindly attribute the results of soccer games to a leader (blind 

retrospection; Achen and Bartels 2017). Even though people can more accurately evaluate 

leader performance by looking at the national team’s average performance (e.g., FIFA scores),7 

individual soccer games are often more impressive. To illustrate, consider a stylized example: 

a citizen in a middle-ranked country (e.g., Benin) evaluates the performance of their national 

leader. This citizen’s belief is likely to be more positively updated when their team 

miraculously defeats France than when their team’s FIFA ranking rises by 10 places. This is 

because the former event is more psychologically impressive, even though the latter is a more 

accurate measure of the team’s average strength. As a result, the citizen may misperceive that 

the result of the soccer game would be a more indicative measure of leader performance. From 

this perspective, people mistakenly use soccer results as a benchmark for leader performance 

(misperception mechanism). 

Moreover, international soccer games can affect public opinion by eliciting emotional 

reactions. People may simply act depending on their mood, even without using international 

soccer games as a benchmark for leader performance. Their national team’s victories in 

international soccer games may enhance their moods, leading them to positive evaluations of 

 
7 See footnote 4 for details of the FIFA scores. 
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a leader (or anyone else), while losses in international soccer games may induce sadness or 

anger, resulting in negative evaluations of a leader (or anyone else; mood mechanism). 

Similarly, international soccer games can rally people around the national flag, and 

nationalistic sentiment may boost popular support for a national leader. In contrast, losses in 

international soccer games can hurt nationalism and disarray unified support for a leader (rally 

mechanism). In all cases, it is expected that people evaluate their leaders negatively after losses 

and positively after victories.  

Asymmetric Effects 

These effects, however, can be asymmetric, as people react differently to soccer victories and 

losses (Kikuta and Uesugi 2023). First, people can more strongly affiliate themselves with their 

national teams upon victories than upon losses. The “basking-in-reflected-glory” in the social 

psychology literature suggests that people associate themselves with the success of others, 

whereas they distance themselves from others’ failures (cutting-off-reflected-failure; Boen et 

al. 2002; Cialdini et al. 1976). From this perspective, victories in international soccer games 

can attract more casual fans and hence affect a greater number of people, while losses may 

make people indifferent about international soccer and thus have weaker or even nonexistent 

effects. It is therefore expected that soccer victories boost leader approval, while losses lack 

compensating effects (positive symmetric effect).8  

 
8 The positive symmetric effect can be even larger due to leaders’ selective credit claiming. 

Leaders often claim credits for victories, while they have little incentive to highlight their 

contribution upon losses (Ramos and Sanz 2020). Moreover, soccer victories can wash out 

negative images of a leader, while losses may not produce equivalent effects (Glaßel, Scharpf, 

and Edwards 2024; Scharpf, Glabel, and Edwards 2023). 
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Second, people can also asymmetrically attribute victories and losses in international 

soccer games, albeit in a different manner. The success-failure bias in psychological research 

suggests that people blame others for failures and attribute successes to themselves (D. T. 

Miller and Ross 1975). More broadly, people are more sensitive to negative stimuli than to 

positive ones (general negativity bias; Baumeister et al. 2001). If this holds, people would 

blame unlucky losses on a leader, who is one of the most prominent figures in a country, and 

attribute victories to themselves (e.g., people may perceive that their strong fandom is rewarded 

with a victory). The egoistic attribution implies that while victories in international soccer 

games do not change leader approval, losses can decrease it (negative asymmetric effect). 

In summary, as presented in Table 1, while rational updating constitutes a null 

expectation, psychological biases (i.e., misperception, mood, and rally mechanisms) suggest 

alternative possibilities about the effects of victories and losses, which may be either symmetric 

or asymmetric. Given the theoretical uncertainty regarding whether the asymmetricity in 

affiliation (i.e., positive symmetric effect) or that in attribution (i.e., negative asymmetric 

effect) predominates, we subject these possibilities to empirical testing. 

 

Case: The World Cup and Regional Tournaments 

Testing these hypotheses involves significant challenges. It is crucial, both theoretically and 

empirically, to isolate the effects of random results from those of the national team’s average 

performance. The team’s average performance is endogenous to various social, political, and 

Table 1. Predicted Effects of Victories and Losses on Leader Approval 

Mechanisms Predicted effects Lucky victories Unlucky losses 

Rational update Null effect 0 0 

Psychological biases Symmetric effect + − 

(misperception, mood, rally) Positive asymmetric effect + 0 

 Negative asymmetric effect 0 − 

The table shows the predicted effects of lucky victories and unlucky losses in international soccer games 

on public support for national leaders. +, −, and 0 indicate an increase, decrease, and no change in leader 

approval, respectively. 
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economic conditions (L. F. Jiménez 2016; Miguel, Saiegh, and Satyanath 2011). Meanwhile, 

we are interested in the effects of random game results. While voters may rationally refer to 

the team’s average performance as a benchmark for evaluation, they should not be influenced 

by the random results of individual games.  

We address these challenges by examining international soccer games, including the 

men’s and women’s World Cup, the European Football Championship (Euro), Africa Cup of 

Nations, Copa America, Gold Cup, and Asian Cup.9 These games are among the most popular 

sporting events globally. According to Nielsen Sports (2018), on average, over 40% of adults 

in 18 surveyed countries expressed an interest or strong interest in soccer. FIFA (2018, 2022) 

has also reported that over 3.5 billion people watched the 2018 World Cup, and the number 

even increased to more than 5.9 billion in 2022—accounting for over 74% of the global 

population. While the men’s World Cup enjoys global popularity, regional tournaments such 

as the Euro, Africa Cup of Nations, and Copa America are equally popular within their 

respective regions. It has been reported that approximately 2 billion people watched the 2021 

Africa Cup—a figure surpassing the total population of Africa (Confederation of African 

Football 2022). These games are live-covered in nearly every participating country, and the 

results of the games are broadcasted extensively across various media platforms including 

newspapers, radio, television, and social media. The overwhelming popularity of these 

 
9 Since the Women’s World Cup, Gold Cup, and Asian Cup attract less attention, we also 

conduct subsample analysis for each tournament, details of which are discussed in a subsequent 

section about effect heterogeneity. Our sample includes the playoffs, group stage, and 

qualification rounds, except for Copa America and Gold Cup. For these tournaments, due to 

their limited number of participating countries, we use only the playoffs and group stage, as 

qualification stages are not always conducted. 
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international soccer games offers a unique opportunity to conduct a global test on the relevance 

of seemingly irrelevant events.  

Importantly, unlike the Olympic Games, betting on international soccer games is 

permitted. Therefore, we can use pre-game betting odds as a measure of expected outcomes to 

identify the effects of random results (Card and Dahl 2011; Healy and Malhotra 2010). As 

emphasized by Healy et al. (2015), this feature is important for causal identification, 

distinguishing our research from some of the recent studies (Alfano and Ercolano 2023; Müller 

and Kneafsey 2023; Rapeli and Söderlund 2022). Thus, international soccer games provide an 

excellent platform to enhance both internal and external validity. 

Design: Double Natural Experiments 

We identify the causal effects of international soccer games on leader approval by leveraging 

two sources of natural experiment. First, we exploit the as-if random assignment of interview 

dates in the Gallup World Poll (GWP)—the most comprehensive global survey. Gallup has 

conducted extensive surveys across more than 160 countries since 2006.10 Importantly, the 

dates of these survey interviews were pre-determined and thus unaffected by the scheduling of 

international soccer games. This means that respondents are randomly assigned to be 

interviewed either before or after a game. This as-if random assignment enables us to identify 

the causal effects of soccer games (Muñoz, Falcó-Gimeno, and Hernández 2020; Seo and 

Horiuchi 2023).  

Note, however, that a simple before-and-after comparison does not allow us to identify 

the effects of soccer results. For example, comparing respondents interviewed before and after 

a winning game does not distinguish between the overall effects of soccer games and the 

specific effects of victories. Neither can we use the difference-in-differences (DiD) approach 

 
10 The interviews are conducted either face-to-face or via telephone. 
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by comparing the changes in public opinion after winning, drawing, and losing games. Stronger 

teams are more likely to win, and their supporters are more engaged and thus likely to be more 

responsive to game outcomes. More importantly, none of these designs identifies the quantity 

of our primary interest—the effect of random results. 

We address these issues by conditioning on pre-game betting odds (Card and Dahl 

2011; Healy, Malhotra, and Mo 2010). Since inaccurate betting odds can result in substantial 

financial losses, bookmakers have strong incentives to make accurate predictions. Studies have 

shown that betting odds can predict outcomes more accurately than even sophisticated 

statistical models (Leitner, Zeileis, and Hornik 2010; Wunderlich and Memmert 2018). 

Therefore, when two games share similar betting odds, we can infer that any difference in their 

outcomes is unexpected and thus as-if random.11  

Our design combines two natural experiments, which effectively results in a DiD, 

where the treatment is randomly assigned over time (i.e., interview dates) and across units (i.e., 

game results). This means that our main approach is the natural experiments, with DiD serving 

as supplementary. When both interview dates and game results are randomly assigned, 

conditioned on betting odds, the common trend assumption—a core assumption of DiD—is 

also satisfied. Thus, while we acknowledge the recent development in DiD methods (see Xu 

2023 for a review), we do not employ them but instead literally calculate the “difference-in-

differences.” Our design does not involve staggered adoption, two-way fixed effects, or clear 

violations of the common trend assumption (see the results of a later event study). 

 
11 We use betting odds, as they are available for every game. We later show that matched pairs 

have similar FIFA scores and rankings.  
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Sample and Unit 

The unit of our analysis is respondent 𝑖 interviewed 𝑡 days before or after an international 

soccer game 𝑗 of their national team. We first link respondents in the GWP to soccer games of 

their national teams by using the closest dates.12 Following the precedence of previous studies, 

we exclude soccer games if all respondents were interviewed either entirely before or after a 

game (Goldsmith, Horiuchi, and Matush 2021; Kikuta and Uesugi 2023; Seo and Horiuchi 

2023). Since the effect of soccer games should be instantaneous, we analyze only those 

respondents who were interviewed within three days before or one day after soccer games.13 

To avoid the compound effects of multiple games, we also exclude games that occurred within 

three days before or one day after another game.14 This results in 621 games and 90,565 

 
12 If there were no games within a week before or after survey interviews, the respondents are 

excluded. Since the U.K. has four different teams (England, Wales, Scottland, and Northern 

Ireland), we assign the British respondents’ national teams based on their residential locations. 

Removing the U.K. from the sample does not change the results (see a subsequent robustness 

check, leave-one-country-out tests). 

13 We subsequently conduct robustness checks with different pre-treatment time periods (1 to 

7 days). We also perform an event study to examine the effects during subsequent periods. 

14 A related issue is that respondents may be affected by previous games. For instance, if two 

different games are held three days before and two days after an interview, only the second 

game is linked to the respondent. Therefore, the respondent is considered a control unit, despite 

the potential influence from that game. In a subsequent robustness check, we exclude 

respondents if there was another game within 7, 14, 21, 28, or 35 days before the game being 

analyzed.    
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respondents across 126 countries for the 2008–2023 period.15 The summary statistics of our 

data are available in Appendix A1. 

Treatment Variables 

The first treatment variable 𝑎𝑓𝑡𝑒𝑟𝑖 takes a value of 1 if respondent 𝑖 was interviewed after an 

international soccer game of their national team. For the respondents who were interviewed on 

the days of soccer games, we assign them to a treated group if the game started before 8 AM 

at a local time, a control group if the soccer game started after 8 PM at a local time, and 

otherwise missing treatment status (i.e., we are not sure whether they are interviewed before or 

after a game).16 The second treatment variables 𝑤𝑖𝑛𝑗  and 𝑙𝑜𝑠𝑠𝑗 take 1 if a respondent’s national 

team won or lost game 𝑗, respectively.  

Outcome Variable 

The outcome variable 𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑖 is respondent 𝑖’s answer to the question: “Do you approve 

or disapprove of the job performance of the leadership of this country?” This item is “the most 

commonly used question to measure the approval rating of a political leader” (Seo and Horiuchi 

2023, 14). The outcome variable takes the value of 1 for approval, 0 for disapproval, and 

missing for “don’t know” and non-responses.17  

Control Variable 

The control variables 𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗 are the expected probabilities of a victory and loss in 

game 𝑗, respectively. We scrape the pre-game betting odds from Odds Portal,18 and transform 

 
15 Although the GWP data are also available for the 2006-2007 period, the interview dates are 

missing from the dataset. 

16 We subsequently conduct a robustness check by excluding all those respondents. 

17 We subsequently conduct a robustness check by using a dummy variable for each response. 

18 https://www.oddsportal.com (scraped on March 3, 2024). 
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the odds to expected probabilities of wins, draws, and losses (i.e., the inverse of decimal odds). 

We then standardize the probabilities to remove bookmakers’ profit margins (e.g., 𝑝𝑤𝑖𝑛,𝑗 =
𝑝̃𝑤𝑖𝑛,𝑗𝑝̃𝑤𝑖𝑛,𝑗+𝑝̃𝑑𝑟𝑎𝑤,𝑗+𝑝̃𝑙𝑜𝑠𝑠,𝑗, where the tilde indicates probabilities before transformation).   

Specification 

With the expected probabilities of treatment assignment, we implement nearest-neighboring 

matching without replacement. 19  While regression control for 𝑝𝑤𝑖𝑛,𝑗  or 𝑝𝑙𝑜𝑠𝑠,𝑗  relies on 

functional-form assumptions, the matching allows us to compare only similar units, reduce 

noises, and check balances without parametric assumptions (Ho et al. 2007).20  To avoid 

matching the games of very different 𝑝𝑤𝑖𝑛,𝑗 or 𝑝𝑙𝑜𝑠𝑠,𝑗, we use an unstandardized caliper of 0.1 

(i.e., the treated and control games differ in 𝑝𝑤𝑖𝑛,𝑗 or 𝑝𝑙𝑜𝑠𝑠,𝑗 by at most 0.1).21 We implement 

matching separately for winning and losing games. The matched sample of winning versus 

other games contains 310 games and 36,037 respondents in 104 countries (2008–2023). 

Similarly, the sample of losing versus other games contains 285 games and 32,006 respondents 

in 102 countries (2008–2003).  

Figure 1 shows the geographic distribution of respondents after matching (the two 

samples are combined). Although we do not intend to claim that the samples are globally 

representative, they cover nearly all regions. The exceptions are North Africa and the Middle 

East, where the outcome variable is missing in the GWP. The samples also tend to over-

represent developed countries and under-represent autocracies (e.g., China) and countries 

under armed conflicts (e.g., Somalia), thus reflecting the challenges associated with conducting 

 
19 Since we have only one control variable, we use the simplest matching method. T. 

20 We subsequently conduct a robustness check with regression control and “doubly robust” 

regressions with 𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗. 

21 We subsequently conduct robustness checks with various caliper sizes. 
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survey interviews in these areas. Importantly, most of the missing data come from the missing 

values in the GWP, rather than from matching outcomes or a lack of overlap between soccer 

games and survey interview dates. Thus, despite these limitations, we believe our samples have 

the best feasible coverage.22  

 

With the matched samples, we use linear regressions;23 𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑖 = 𝛼𝑤𝑖𝑛 + 𝛽𝑤𝑖𝑛,1𝑎𝑓𝑡𝑒𝑟𝑖 + 𝛽𝑤𝑖𝑛,2𝑤𝑖𝑛𝑗 + 𝛿𝑤𝑖𝑛 𝑎𝑓𝑡𝑒𝑟𝑖  𝑤𝑖𝑛𝑗 + 𝘀𝑤𝑖𝑛,𝑖; (1) 𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑖 = 𝛼𝑙𝑜𝑠𝑠 + 𝛽𝑙𝑜𝑠𝑠,1𝑎𝑓𝑡𝑒𝑟𝑖 + 𝛽𝑙𝑜𝑠𝑠,2𝑙𝑜𝑠𝑠𝑗 + 𝛿𝑙𝑜𝑠𝑠 𝑎𝑓𝑡𝑒𝑟𝑖  𝑙𝑜𝑠𝑠𝑗 + 𝘀𝑙𝑜𝑠𝑠,𝑖 . (2) 

 
22 The World Value Survey has much fewer respondents and lower coverage than the GWP. 

Among the Barometer Surveys, interview dates are available only in Afrobarometer. 

23 We use fixest package in R (Berge et al. 2020). 

Figure 1. Geographic Distribution of Respondents (After Matching) 

 
Note: The upper panel is the map of countries included in the matched samples. The color tones correspond to 

the number of available respondents shown in the bottom panel (vertical axis on the left). The bottom panel 

also shows the number of available soccer games (vertical axis on the right). 
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Because the righthand sides of (1) and (2) contain only dichotomous variables and are saturated, 

the models do not depend on functional forms, and 𝛿∙ is literally a “difference-in-differences” 

(e.g., the average change in 𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑖  before and after winning games minus the average 

change before and after the other games). 24  The estimates 𝛿∙  correspond to the average 

treatment effect on the treated (ATT) within the matched sample. The constituent terms 𝛼∙, 𝛽∙,1, 

and 𝛽∙,2 do not have causal interpretations. Since the treatment variables are randomly assigned, 

we do not include demographic covariates or fixed effects.25 The DiD accounts for any static 

confounders. Although the soccer games tend to be held on weekends, the DiD cancels out the 

calendar effects. Similarly, even though politicians and other actors may take anticipatory 

actions before the soccer games (e.g., visiting a host country), this does not cause problems as 

far as the results or the soccer games are random conditional on 𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗. Finally, as 

the treatment is assigned at the level of soccer games, we cluster the standard errors thereby 

(Abadie et al. 2023).26 

Result: Irrelevant Events Do Influence Leader Approval 

Table 2 shows the results of the main analysis. As shown in Model 1 of Table 2, the national 

team’s victories increased leader approval by 7 percentage points. This is equivalent to a 14% 

increase from the sample average (0.51). By contrast, the effect of the national team’s losses 

on leader approval was close to zero (Model 2 of Table 2). This suggested that people gave 

 
24 For this reason, we do not use logit or probit models. 

25 We subsequently conduct robustness checks with demographic covariates, unit fixed effects, 

calendar fixed effects, and control for differential time trends (Goodman-Bacon 2021). 

26 We subsequently conduct a robustness check with standard errors two-way clustered by 

games and national teams. Without clustering, nearly everything becomes statistically 

significant. 
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credit to leaders for victories, but did not blame them for losses. These results are consistent 

with the notion of the positive asymmetric effect, though we cannot reject the symmetric effect 

given the relatively large standard errors for losses. 

 

Figure 2 shows the results of the event study, where the average leader approval at 𝑡 =−1 is compared to those in other time periods. As seen in the top panel of Figure 2, victories 

instantaneously increased leader approval. By contrast, losses had no immediate impact, and 

there was a slight decrease in leader approval at 𝑡 = 4. While the effects of victories are robust 

to various changes, as we will demonstrate later, the effects of losses are null across most 

specifications, cautioning against overinterpreting the results of the event study. Additionally, 

the event study indicates no clear time trend in the pre-treatment periods (𝑡 ∈ [−4, −1]), 

providing a credence to the common trend assumption. This is not surprising, as our main 

Table 2. The Effect of Victories and Losses on Leader Approval 

 
The table shows the estimates of the coefficients. The standard errors 

clustered by games are in parentheses. The first (second) column 

includes 104 (102) countries and 310 (285) games for 2008–2023. ∗∗𝑝 < 0.01; ∗ 𝑝 < 0.05; † 𝑝 < 0.1.   
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design is natural experiments, and hence, the treatment is randomly assigned over time and 

across units. 

 

Validity Checks 

To verify whether respondents were randomly assigned to interviews before or after soccer 

games, we checked the covariate characteristics in Table 3. As shown in this table, the data 

indicate no consistent evidence of imbalances:  standardized mean differences are close to zero, 

variance ratios are also close to 1, and the p-values of the difference-in-means tests are 

generally above 0.1, with only a few exceptions.  

Figure 2. The Results of Event Study 

 
The figure shows the results of event study, where the average leader approval at 𝑡 = −1 is compared to that 

in other time periods. The thick and thin intervals are 90% and 95% confidence intervals, respectively.  
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In Figure 3, we also checked whether the results of soccer games were randomly 

assigned conditional on betting odds. To this end, we compare the national teams’ FIFA 

rankings and scores with and without matching.27 Without matching (lefthand panel of Figure 

3), winning teams shown with circles (●) have better rankings and scores than losing teams 

shown with triangles (▲). However, as seen in the righthand panel of Figure 3, matching nearly 

eliminates those differences. This finding confirms that the game results are randomly assigned 

conditional on betting odds. In Figure A 3-1 of Appendix A3, we also confirm that the betting 

odds accurately predict the results of international soccer games. 

 
27 We used the latest ranks and scores before each soccer game. The FIFA rankings and scores 

were not used in the matching process. 

Table 3. Balance Checks 

 
The table shows the results of the balance check. The “control” and “treated” respondents are those 

interviewed before and after soccer games, respectively. As a rule of thumb, they are considered balanced 

if the standardized mean differences (Std. difference) are between −0.2 and 0.2, the variance ratios (Var. 

ratio) between 0.5 and 2.0, and the p-values of the difference-in-means tests are above 0.1. The standard 

errors of the difference-in-means tests are clustered by soccer game. 
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Robustness Checks 

It is still possible that our findings may be false positives. The above-stated analysis rests on 

arbitrary choices in the sample selection, measurement, and specification. This raises a concern 

that we might “have taken a forking path that happens to produce an unreliable estimate, or the 

result could just be a false positive that arose through bad luck” (Fowler and Montagnes 2023a, 

1). We address this concern by conducting extensive robustness checks. 

 First, as summarized in Table 4 and detailed in Appendix A3, we replicate the analysis 

by using different pre-treatment time periods (1 to 7 days), excluding games held within 7 to 

35 days after another game, excepting over-sampled countries (Honduras, Italy, and Russia), 

Figure 3. Randomization Checks 

 
The figure shows the national teams’ FIFA rankings and scores relative to those of an opponent team before 

(right panel) and after (left panel) the matching. The vertical axis of the top panel is reversed as a smaller value 

in the FIFA ranking means a stronger team. The thick and thin intervals are 90% and 95% confidence intervals, 

respectively.  
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omitting each country individually, employing different measurements of the outcome and 

treatment variables, adopting various empirical approaches (regression control, matching with 

different caliper sizes, and doubly robust estimators), adding diverse control variables and fixed 

effects, and using different calculation of the standard errors. As presented in Table 4, the 

results remain robust across such changes.28  

 

 
28 The estimates become smaller and less statistically significant when we control for 𝑝𝑤𝑖𝑛,𝑗 

and 𝑝𝑙𝑜𝑠𝑠,𝑗 instead of using matching (robustness check 7 in Table 4). This is not surprising, as 

the analyses without matching include incomparable cases, increase noises, and decrease the 

power of the analysis (Ho et al. 2007). 

Table 4. Robustness Checks 
 Win Loss Appendix 

1. Different pre-treatment time periods (1 ~ 7 days) +∗∗1  null Figure A 4-1 

2. Omission of games within 7, 14, 21, 28, or 35 days after the last game +∗∗  null Figure A 4-2 

3. Omission of Honduras, Italy, and Russia +∗  null Table A 4-1 

Table A 4-2 

4. Omission of each country (leave-one-country-out test) +∗∗2  null Figure A 4-3 

5. Measurement of the outcome (DK/Refuse as a baseline) +∗  null Table A 4-1 

Table A 4-2 

6. Measurement of the treatment (exclusion of all respondents at 𝑡 = 0) +∗  null Table A 4-1 

Table A 4-2 

7. Regression control for betting odds +†  null Table A 4-1 

Table A 4-2 

8. Caliper sizes (0.02 ~ 0.21) +∗∗3  null Figure A 4-4 

9. Doubly robust regression +∗∗  null Table A 4-1 

Table A 4-2 

10. Control for demographic covariates +∗∗  null Table A 4-1 

Table A 4-2 

11. Country-game fixed effect +∗  null Table A 4-1 

Table A 4-2 

12. Year, month, weekday, and day fixed effects  +∗∗  null Table A 4-1 

Table A 4-2 

13. Control for differential time trends (Goodman-Bacon 2021) +∗  null Table A 4-1 

Table A 4-2 

14. Standard errors two-way clustered by game and national team +∗∗  null Table A 4-1 

Table A 4-2 

The table summarizes the results of the robustness checks. ∗∗ 𝑝 < 0.01; ∗ 𝑝 < 0.05; † 𝑝 < 0.1.  

Note 1: Significant at the 5% level when the pre-treatment time period is 2 days before soccer games.  

Note 2: Significant at the 5% level when Rwanda or Russia is dropped. 

Note 3: Significant at the 5% level when the caliper size is 0.02. 
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To further examine the robustness of our findings, we also consider how the 

combinations of different specifications change the results. We identify 2,688 combinations of 

specifications that characterize the forking paths in our analysis, including the measurement of 

the outcome and treatment variables, statistical methods, time window of the pre-treatment 

period, different subsamples, additional control variables, and fixed effects (see Appendix A5 

for details). To make inferences across the specifications, we follow Simonsohn et al. (2020) 

and create 500 placebos by randomly assigning the results of soccer games based on their pre-

game betting odds.29 We then estimate the effects of the treatment and placebos for each 

specification. This effectively results in 2,688 × (1 + 500) = 1,346,688 regressions.30 The 

results are summarized by the median of the treatment effects, proportion of the estimates with 

the same sign (i.e., “dominant sign”), median of the p-values, proportion of p-values less than 

0.05, and proportion of the estimates with the same sign and statistical significance (Simonsohn, 

Simmons, and Nelson 2020). These statistics are compared with their distributions under the 

null hypothesis (i.e., the results with the 500 placebos).  

Table 5 presents the results of the analysis. Across 2,688 specifications, the median 

treatment effect of victories is 0.03, with the sign being the same (i.e., positive) in 96% of the 

specifications. The treatment effects of victories are statistically significant at the 5% level and 

have the same sign in 45% of the specifications. Although these numbers may or may not 

appear robust, it is very unlikely that we would observe such results if victories had no effect. 

 
29 𝑝𝑙𝑎𝑐𝑒𝑏𝑜𝑤𝑖𝑛,𝑗 ~ Bernoulli(𝑝𝑤𝑖𝑛,𝑗) and 𝑝𝑙𝑎𝑐𝑒𝑏𝑜𝑙𝑜𝑠𝑠,𝑗 ~ Bernoulli(𝑝𝑙𝑜𝑠𝑠,𝑗). 

30 We limit the number of placebos to 500 because running more than a million regressions 

with the sample of over 30,0000 respondents takes an extensive amount of time even with 

parallelization. 
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As shown in the brackets of Table 5, we find larger or more statistically significant estimates 

in less than 2% of the placebos. By contrast, the effects of losses are not robust. 

 

Additionally, the effects of victories become weaker under only two scenarios: when 

we do not use matching or when we include team-game fixed effects. Among 2,304 

specifications that use matching but do not include team-game fixed effects, the median effect 

of victories is 0.08, the median p-value is less than 0.01, and 95% of the estimates have the 

same sign and are statistically significant at the 5% level.31 These results are not surprising, as 

the analyses without matching include incomparable games, increase statistical noises, and thus 

lower efficiency (Ho et al. 2007). Similarly, because the treatment (i.e., results of soccer games) 

is assigned at the level of team and game, team-game fixed effects absorb much of the variation 

in the treatment variable, thereby decreasing the power (Imai and Kim 2019). Thus, with these 

caveats, we find no evidence that forking paths influence our results. 

 
31 The p-values of those statistics are less than 0.01. 

Table 5. Specification Checks 

 
The table shows the results of the forking path analysis, in which we 

estimate the treatment effects of victories and losses under 2,688 

specifications. The p-values are in brackets.  
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Mechanisms 

Given the validity and robustness of the findings, a natural question arises: why do international 

soccer games change leader approval? Theoretically, victories can increase leader approval by 

altering people’s subjective perceptions of leader performance (misperception mechanism), 

irrationally referring to random results of soccer games when evaluating their leaders’ 

performance. Alternatively, people might feel good upon victories and thus evaluate their 

leaders more positively (mood mechanism). It is also possible that the national team’s victories 

rally people around the flag, thereby boosting support for the national leader (rally mechanism).  

To assess the misperception mechanism, we use an item measuring people’s evaluation 

of a leader’s job performance. Since this variable highly correlates with the main outcome 

variable (𝑟 = 0.61), we also use two additional items. The first item assesses whether a 

respondent approves the leader performance of an opponent country in a soccer game. If people 

use the results of soccer games as a benchmark for leader performance, they should positively 

(negatively) evaluate the leader of a winning (losing) country, regardless of whether it is their 

own or an opponent country. By contrast, if people emotionally react to soccer games, they 

should have negative (positive) attitudes toward an opponent country when their national team 

loses (wins). Unfortunately, however, this item is only available for a very few respondents.32 

The second item is whether a respondent approves the leader of their local city or town. While 

national leaders might be perceived as responsible for international soccer games, local mayors 

are not responsible for any aspect of international games. Thus, if our results are driven by 

 
32 The GWP has items about attitudes toward leaders of major and regional powers. When 

respondents’ teams fight against teams from these countries and the survey interviews occur 

within three days before or a day after the games, these responses are included in the analysis. 

As expected, the sample size is significantly limited. 
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misperceptions about leader performance, international soccer games should not affect the 

evaluations of local mayors. By contrast, if people simply follow their moods, they should 

positively and negatively evaluate local mayors upon victories and losses, respectively. This 

question item is available for approximately one-third of the respondents. 

To evaluate the mood mechanism, we employ three items: whether a respondent felt 

enjoyment, anger, and sadness the day before a survey interview. These items are available for 

most respondents and are particularly relevant for evaluating the mood mechanism. Since these 

items are specific to the day before an interview, we exclude all respondents interviewed on 

the days of soccer games (see p.14).33  

Finally, we assess the rally mechanisms by examining their effects on people’s attitudes 

toward immigrants. Admittedly, these are indirect measures and the GWP does not include 

other questions specifically related to nationalism. Nevertheless, as Rosenzweig and Zhou 

(2021) have demonstrated, international soccer games can strengthen nationalism and increase 

hostility toward immigrants (see also Bertoli 2017; Depetris-Chauvin, Durante, and Campante 

2020). Therefore, we use respondents’ attitudes toward having foreign immigrants in their 

countries, as neighbors, and as spouses of their relatives as proxies for these sentiments. The 

details of these survey items are available in Table A 6-1 of Appendix A6.  

Table 6 shows the effects of victories.34 First, victories positively influenced people’s 

evaluation of their leader’s job performance (Model 1). By contrast, following victories, people 

negatively evaluated leaders of opponent countries in soccer games (Model 2). While caution 

must be exercised given the small sample size, this result implied that people did not merely 

react based on their moods. Instead, they consistently benchmarked leader performance; 

 
33 The results are similar even without excluding these respondents. 

34 The effects of losses are null for all outcome variables. See Table A 6-2 in Appendix A6.  
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whether it was their own or an opponent country, people positively evaluated the leaders of 

winning countries. In addition, no evidence suggests that people credit local mayors for 

victories (Model 3). This also confirmed that people did not simply follow their moods; rather, 

they selectively attributed victories to politicians who were perceived to be responsible. These 

results are consistent with the misperception mechanism. 

 

By contrast, we find no evidence supporting the mood mechanism. The effects of 

victories on respondents’ moods are statistically indistinguishable from zero (Model 4-6 of 

Table 6). These results align with those of some previous studies (Busby and Druckman 2018; 

Busby, Druckman, and Fredendall 2016; Kikuta and Uesugi 2023). Moreover, it is also possible 

that the framing of the survey may have weakened the effects. Questions about moods were 

asked in the section of respondents’ ordinary lives. Thus, respondents may have answered 

questions regarding feelings considering their living standards rather than special events such 

as international soccer games. The mood indicators only weakly correlate with leader approval 

Table 6. Mechanism Checks (Victories) 

 
The table shows the effects of victories on the outcome variables noted in the first row. The details of the 

survey items are available in Table A 6-1 of Appendix A6. The standard errors clustered by games are in 

parentheses. ∗∗ 𝑝 < 0.01; ∗ 𝑝 < 0.05; † 𝑝 < 0.1.   
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(𝑟 ∈ [−0.1, 0.1]). Therefore, while we do not entirely dismiss the potential roles of moods, we 

conclude that the evidence supporting the mood mechanism is scarce in this study.  

Finally, we find evidence against the rally mechanism. Victories in international soccer 

games improved respondents’ attitudes toward immigrants (Model 7-9 of Table 6). Thus, it is 

unlikely that victories heighten nationalism and boost support for national leaders. Instead, 

victories in international soccer games facilitated more conciliatory attitudes toward 

immigrants. These results are consistent with findings from previous research suggesting that 

sports can contribute to inter-group cooperation (Alrababa’h et al. 2021; Depetris-Chauvin, 

Durante, and Campante 2020; Mousa 2020) and that many national teams often include players 

of immigrant origin (e.g., Mbappé). Overall, our evidence is supportive of the misperception 

mechanism. 

Heterogeneity I: Salience 

Thus far, we have discussed the average effects. However, these effects can be heterogeneous. 

To explore this, we assess whether the effects are more pronounced when the treatment is 

especially salient. First, as shown in Figure 4, we examine heterogeneity across different 

tournaments. Copa America has been excluded from the analysis as the size of the subsample 

is small and hence the effect cannot be fully estimated.35 According to the results in this figure, 

victories have larger effects in the Euro and Africa Cup of Nations, smaller and less precise 

effects in the men’s World Cup and Asian Cup, and null effects in the women’s World Cup 

and Gold Cup. This variation mostly correlates with the popularity of the tournaments; the 

men’s World Cup, Euro, and Africa Cup of Nations are among the most popular tournaments. 

The relatively weaker effect observed in the men’s World Cup could be because it includes 

 
35 See footnote 9 for more details on Copa America. 
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countries where soccer is less popular among the public, unlike in Europe and Africa where 

soccer enjoys widespread popularity. 

 

We further explore this possibility by examining whether the effects of the men’s World 

Cup vary depending on the viewership of the games. Although viewership data are rarely 

available, FIFA has published reports on TV audiences following the 2010 and 2014 World 

Cups.36 These reports contain the total audience reach in each country, defined as the number 

of unique individuals who watched the event on TV at home for more than 20 consecutive 

minutes.37 We calculate the proportion of TV audience by dividing the total audience reach by 

 
36 After 2014, FIFA published only the summaries of the viewership reports without providing 

country-specific data. Despite attempts to obtain this information by contacting FIFA, we did 

not receive any responses. 

37 The TV programs include live broadcasts and other related content (e.g., news programs 

about the games). The coverage includes games from both the qualification and final stages. 

Figure 4. Effect Heterogeneity by the Tournaments 

 
The figure shows the effects of victories and losses in international soccer games on leader approval by the 

tournaments of the soccer games. The thick and thin intervals are 90% and 95% confidence intervals, 

respectively. 
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the population. Figure 5 shows the effects categorized by tertiles of TV audience proportions.38 

While the effects of losses were null, victories had larger impacts when a higher fraction of the 

population watched the games. These results support the observation in Figure 4 that the men’s 

World Cup has a weaker effect because it involves countries where soccer is less popular. 

 

We also assess the plausibility of our findings by examining heterogeneity at the 

individual level. Figure 6 shows the heterogeneous effects by the demographic covariates of 

respondents; gender, education, and age.39 As shown in the figure, the effect is larger among 

 
38 When we analyze effect heterogeneity by a continuous covariate (e.g., the proportion of TV 

audience), we follow the approach of Hainmueller et al. (2019) by binning the covariate into 

tertiles.  

39 The other demographic covariates (e.g., marital status, income, and religion) are less relevant 

and are therefore not reported. However, the results involving these variables are available 

upon request. 

Figure 5. Effect Heterogeneity by Viewership (2010 and 2014 World Cups) 

 
The figure shows the effects of victories and losses in international soccer games on leader approval by the 

tertiles in the proportion of TV audience. The samples include only the 2010 and 2014 World Cup games. The 

tertiles are 0.35 and 0.72 in the sample of victories and other games (top left), and 0.31 and 0.72 in the sample 

of losses and other games (top right). The thick and thin intervals are 90% and 95% confidence intervals, 

respectively.  
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men and is somewhat larger among younger and middle-aged respondents (under 50 years old). 

These results are consistent with the observation that soccer games tend to be more popular 

among such demographic groups. In contrast, the effects are largely similar across different 

educational levels, suggesting that education may not necessarily facilitate the rational 

evaluation of a leader.  

 

In Appendix A7, we also showed that the effects of victories were larger when the 

games involved historical rivals and thus captivating (Figure A 7-1); to a lesser extent, when 

the results were unexpected and thus surprising (Figure A 7-2); when the results were decisive 

and thus impressive (Figure A 7-3); and when a significant amount of time had passed since 

Figure 6. Effect Heterogeneity by Demographic Covariates 

 
The figure shows the effects of victories and losses in international soccer games on leader approval by 

demographic covariates. The other demographic covariates (marriage, income, are religion) are less relevant 

and thus not reported. The thick and thin intervals are 90% and 95% confidence intervals, respectively.  
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the last games and thus the games were fresh (Figure A 7-4). The effects were consistent across 

playoff matches, group stages, and qualification games (Figure A 7-5).40  

Heterogeneity II: Countries 

Thus far, we have analyzed the average effects of international soccer games using samples 

from over 100 countries. However, this does not imply that the findings are equally applicable 

to each country; the effects can be heterogeneous across countries. To assess this possibility, 

we employ a random slope model;41 

𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑖 = 𝛼𝑤𝑖𝑛,𝑘 + 𝛽𝑤𝑖𝑛,1,𝑘𝑎𝑓𝑡𝑒𝑟𝑖 + 𝛽𝑤𝑖𝑛,2,𝑘𝑤𝑖𝑛𝑗 + (𝛿𝑤𝑖𝑛 + 𝛿𝑤𝑖𝑛,𝑘) 𝑎𝑓𝑡𝑒𝑟𝑖  𝑤𝑖𝑛𝑗 + 𝘀𝑤𝑖𝑛,𝑖  (3) 

𝑎𝑝𝑝𝑟𝑜𝑣𝑎𝑙𝑖 = 𝛼𝑙𝑜𝑠𝑠,𝑘 + 𝛽𝑙𝑜𝑠𝑠,1,𝑘𝑎𝑓𝑡𝑒𝑟𝑖 + 𝛽𝑙𝑜𝑠𝑠,2,𝑘𝑙𝑜𝑠𝑠𝑗 + (𝛿𝑙𝑜𝑠𝑠 + 𝛿𝑙𝑜𝑠𝑠,𝑘) 𝑎𝑓𝑡𝑒𝑟𝑖  𝑙𝑜𝑠𝑠𝑗 + 𝘀𝑙𝑜𝑠𝑠,𝑖 (4) 

While 𝛿∙ is an effect averaged over countries, 𝛿∙,𝑘 represents an effect specific to country 𝑘. 

The country-specific parameters are assumed to follow independent normal distributions. Note 

that several countries appear only in either Equation (3) or (4) as survey interviews did not 

coincide with instances of both winning and losing games.  

Figure 7 shows the estimates of 𝛿𝑤𝑖𝑛,𝑘 (horizontal axis) and 𝛿𝑙𝑜𝑠𝑠,𝑘 (vertical axis). Each 

flag image in the figure represents a country. When a country is included only in either 

 
40 There were more qualification games in the men’s and women’s World Cups and Asian Cup 

compared to the Euro, Africa Cup of Nations, Gold Cup, and Copa America. This disparity 

likely explains the small differences among the playoff, group-stage, and qualification games. 

Subsetting by both stages and tournaments leads to excessively small samples sizes. 

41 We employ the random slope model rather than the fixed slope model to avoid overfitting. 

On average, the sample contains only three games per national team. For this analysis, we use 

the lme4 package in R (Bates 2010). Unfortunately, standard errors are not clustered by game, 

as lme4 and other packages (e.g., clubSandwitch) do not support clustering by a non-nested 

group. The coefficients are estimated with restricted maximum likelihood.  
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Equation (3) or (4), the country is displayed in the “NA” row or column. In addition, when the 

effects of victories or losses are statistically significant at the 1% level,42 they are displayed 

with their country names. The gray lines and intervals are the estimates and confidence 

intervals for the average effects 𝛿𝑤𝑖𝑛 and 𝛿𝑙𝑜𝑠𝑠.  

As seen in this figure, the effects vary substantially across countries. The standard 

deviations of the country-specific effects are 0.10 and 0.11 for victories and losses, respectively. 

These values are large compared to the average effects of victories and losses. Although it is 

beyond the scope of this paper to identify the causes of this heterogeneity across countries, 

these findings warn against overgeneralizing the results from single-country studies; the 

findings in the U.S. (Healy, Malhotra, and Mo 2010), Finland (Rapeli and Söderlund 2022), or 

Ireland (Müller and Kneafsey 2023) may not necessarily apply to other contexts. 

 
42 We employ the 1% level as the figure becomes too complicated with the 5% level. 
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Figure 7 also indicates both a representative case (France), where victories increased 

leader approval, and an outlier case (Ecuador), where losses increased leader approval. In 

Table A 8-1 of Appendix A8, we enumerate all soccer games involving these countries within 

our sample. The positive effect of losses in Ecuador might be coincidental; Ecuador lost two 

games held on Friday and Thursday but won a game on Tuesday. Thus, the treated respondents 

Figure 7. Effect Heterogeneity by Countries 

 
The figure shows the effects of victories (horizontal axis) and losses (vertical axis) in international soccer 

games on leader approval by countries. Each flag image corresponds to a country in the sample. When survey 

interviews did not coincide with both winning and losing games and thus a country is available in either 

Equation (3) or (4), the country is displayed in the NA row or column. When either the effect of victories or 

losses are statistically significant at the 1% level, their names are displayed (i.e., Ecuador and France; the 

figure becomes complicated with the 5% significance level). The light gray lines and intervals are the estimates 

and confidence intervals of the average effects.  
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were interviewed around weekends, while most of the control respondents were interviewed 

on weekdays. As people tend to evaluate leaders more positively on weekends, this timing 

could skew the estimates positively. Although this is a small-sample error and is unlikely to 

explain the main findings,43 it cautions against overinterpreting the individual estimates in 

Figure 7. By contrast, the positive effect of victories in France cannot be explained by the 

weekday effects. France won two games held on Friday and Tuesday and lost two games held 

on Fridays. Even excluding the Tuesday game, the effect remains positive. Given the 

overwhelming popularity of soccer in France, it is not surprising that the victories significantly 

boosted support for the president.44  

Macro-level Analysis 

Finally, we extend our analysis to explore the substantive implications of our micro-level 

findings by examining the effects of international soccer games on electoral outcomes. To this 

end, we have compiled the results of national presidential and legislative elections held within 

three weeks before or after international soccer games.45 We have obtained the first polling 

dates for these elections from the National Elections across Democracy and Autocracy dataset 

(NELDA; 1945-2020; Hyde and Marinov 2012)46, excluding any elections where opposition 

parties were not allowed, voters lacked choices, or there were significant concerns about the 

 
43 Controlling for years, months, weekdays, and days of soccer games does not change our 

main results. See Table 4 in the main text, and Table A 4-1 and Table A 4-2 in Appendix A3 

for more details. 

44 Interestingly, French presidents—Sarkozy, Hollande, and Macron—often played soccer in 

front of the media to make appeals to constituents. 

45 We analyze the effects at different times by conducting an event study. 

46 If an election involves multiple rounds, we split them to different observations. 
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freedom and fairness of the elections.47 For presidential elections, the outcome variable is the 

vote share of an incumbent or, in cases where the incumbent did not run, the vote share of a 

candidate from the incumbent’s party.48 For legislative elections, the outcome variable is the 

vote share of the incumbent’s party.49 Our sample contains 91 elections across 38 countries 

(from 2004 to 2020).50  Given the small sample size, we pool presidential and legislative 

elections51 and control for  𝑝𝑗,𝑤𝑖𝑛 and 𝑝𝑗.𝑙𝑜𝑠𝑒 rather than using matching. The observations are 

weighted by the number of valid votes to ensure that the results from small countries (e.g., 

Cape Verde) do not sway the overall results.52 The standard errors are two-way clustered by 

country and soccer game. 

As shown in Table 7, the results are consistent with our main findings; victories in 

international soccer games increased the vote shares of leaders or their parties in national 

 
47 If multiple soccer games were linked, we use a soccer game held closest to the election date 

for analysis. We exclude elections if they were held on the same day of soccer games and the 

games started between 8AM and 8PM local time. 

48 The observations are excluded if the incumbent did not belong to a party or if no candidate 

belonged to the incumbent’s party. 

49 Same as footnote 48. 

50 The sample contains 74 games: 54 from the men’s World Cup, 6 from the women’s World 

Cup, 25 from the Euro, and 6 from the Africa Cup of Nations. The games from other 

tournaments were excluded as they were not held around the dates of national elections. See 

Appendix A9 for a list of countries included in the sample.  

51 The sample includes 34 presidential elections and 57 legislative elections. 

52  The weighting accounts for different variances across elections. See p.281-282 of 

Wooldridge (2009). 
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elections.53 The effect size is substantively large; if a national election is held within three 

weeks after a lucky victory in an international soccer game, the vote shares of leaders or their 

parties increase by 20 percentage points. This estimate remains similar even with the inclusion 

of country-fixed effects. However, given the small sample size, we cannot rule out the 

possibility that the estimates are exaggerated or false positives. 54  Thus, we present these 

findings as suggestive evidence, leaving the task of further extending our analysis to voting 

behaviors to future research. 

 
53 The results of the event study are reported in Figure A 9-1 of Appendix A9. 

54 Although the estimates cease to be statistically significant with the fixed effects of election 

days, days of week, months, and years, the point estimate remains similar for victories. This is 

not surprising as the fixed effect model is equivalent to adding 52 dummies, and the sample 

contains only 91 observations.  
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Discussion 

This study provided the first global evidence for the relevance of irrelevant events—the random 

results of international soccer games influence how people evaluate their national leaders. 

Moreover, the effects are found to be asymmetric; while unlucky losses did not affect leader 

approval, lucky victories improved public attitudes toward leaders. Our extensive robustness 

checks indicate that such findings are unlikely to be false positives or results of a narrow 

forking path. The most plausible explanation for these findings is that people use the results of 

soccer games as a benchmark to evaluate a leader’s job performance.  

These findings initially appear consistent with those of Healy et al. (2010) and other 

studies (Graham et al. 2023b; Kikuta and Uesugi 2023) and contradictory to those of Fowler 

Table 7. The Effects on Incumbent Vote Shares 

 
The table shows the effects of victories and losses on the vote shares of leaders or their 

parties. The sample contains 38 countries (2004-2020). The standard errors two-way 

clustered by countries and games are in parentheses. ∗∗ 𝑝 < 0.01; ∗ 𝑝 < 0.05; † 𝑝 < 0.1.   
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and Montagnes (2015) and subsequent studies (Fowler and Montagnes 2023a, 2023b; Müller 

and Kneafsey 2023; Rapeli and Söderlund 2022). However, our findings should not be 

interpreted in such a dichotomized manner. We observed substantial heterogeneity across 

different countries. Given this heterogeneity, the effects critically depend on sample 

composition. Thus, it is not surprising that the effects vary over time (Graham et al. 2023a, 

2023b) and across space (Müller and Kneafsey 2023; Rapeli and Söderlund 2022).  

A crucial task for future studies is to examine under what conditions, not just whether, 

politically irrelevant events affect public opinion. Although the debate has largely focused on 

technical details, often assuming that the effect would be constant, our analysis demonstrates 

that the effects vary substantially across contexts. Given the heterogeneity across different 

contexts, a more meaningful approach would involve examining different settings (e.g., survey 

experiments), treatments (e.g., Olympic games), outcomes (e.g., voting and approval), units 

(e.g., individuals, constituencies, and countries), and time (e.g., history) and consider 

generalizability (Findley, Kikuta, and Denly 2021).  

Although the cross-country heterogeneity can be explained by numerous factors, a few 

of them are particularly noteworthy. First, as prior research suggests, the effect of politically 

irrelevant events depends on leaders’ credit claiming (Barron and McLaughlin 2024; Cruz and 

Schneider 2017; Grimmer, Messing, and Westwood 2012; Ramos and Sanz 2020). Leaders can 

signify their contributions by attending soccer games, participating in victory parades, and 

delivering public speeches (e.g., Ivory Coast President Ouattara at the beginning of this paper). 

The dynamics for credit claiming, in turn, vary across political regimes (e.g., autocracy and 

democracy), ideological orientations (e.g., right- and left-wing leaders), and social cleavages 

(e.g., leaders leveraging sports to foster national unity; Depetris-Chauvin, Durante, and 

Campante 2020). 
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Second, the impact of politically irrelevant events also depends on how they are framed 

(Carew, Noor, and Burns 2019; Chong and Druckman 2007; Druckman 2005). Even when 

leaders effectively claim their credit, the media can frame it differently; coverage may range 

from compliments on leaders’ contributions to critiques against the politicization of sports. 

Framing, in turn, depends on press freedom, audience reach, and media partisanship. Previous 

studies have shown that autocratic governments strategically use international sports events 

and media coverage to obscure violent repression (Glaßel, Scharpf, and Edwards 2024; Scharpf, 

Glabel, and Edwards 2023). Future studies should examine how credit claiming, framing, and 

other dynamics explain the heterogeneous effects of politically irrelevant events. 

Finally, it is equally important to explain the causal mechanisms in a more nuanced 

manner. Our findings imply that people did not simply act on their emotions. Instead, they 

followed an irrational yet sensible heuristic; they used their national team’s lucky victories as 

a benchmark for evaluating the leader’s performance. Thus, instead of categorizing voters as 

rational or irrational, future studies must explore various reasons for irrationality. For instance, 

people may simply follow their moods, or they may use irrelevant events as heuristics. There 

exists a spectrum of rationality, ranging from full rationality, limited rationality, and finally to 

emotional irrationality. This field must focus beyond polarized debates, acknowledge the 

spectrum of irrationality, and analyze the causal mechanisms further.  
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A1. Theory: Bayesian Model 

We use a stylized model to demonstrate that the random results of international soccer games 

should not update the belief of a rational voter when s/he has access to a more accurate indicator 

(e.g., FIFA ranking). To this end, suppose a situation where a voter evaluates the competence 

of a leader, who is competent with probability 𝑞 and incompetent with 1 − 𝑞. When the leader 

is competent, his/her national team wins with probability 𝑝 = 𝑝. By contrast, when the leader 

is incompetent, the team wins with a lower probability, 𝑝 = 𝑝 < 𝑝.1 The voter does not know 

whether the leader is competent and can only observe the result of the soccer game. For 

simplicity, we assume that the result of a soccer game is dichotomous (win or loss), but the 

conclusion is the same even when we consider a draw. Figure A 1-1 summarizes the model. 

 

Then, the soccer game updates the voter’s belief when the voter lacks access to 

alternative indicators of the team’s performance. The posterior beliefs after a win and loss are 

Pr(𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡|𝑤𝑖𝑛) = 𝑝𝑞𝑝𝑞+𝑝(1−𝑞) and Pr(𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡|𝑙𝑜𝑠𝑠) = (1−𝑝)𝑞(1−𝑝)𝑞+(1−𝑝)(1−𝑞) , respectively. It is 

shown that Pr(𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡|𝑤𝑖𝑛) > Pr(𝑐𝑜𝑚𝑝𝑒𝑡𝑒𝑛𝑡|𝑙𝑜𝑠𝑠)  and thus the voter more positively 

evaluates the leader’s competence after a victory than after a loss. However, when the voter 

 
1 When the leader’s competence does not affect the team’s performance, 𝑝 = 𝑝, and thus the 

soccer game does not update the voter’s belief. 

Figure A 1-1. Bayesian Model 

 



A2 

 

knows the team’s average performance and thus can directly observe 𝑝, the soccer game does 

not update the voter’s belief. Because the voter knows whether 𝑝 = 𝑝 or 𝑝, s/he can accurately 

evaluate the leader’s competence even without knowing the result of the soccer game. 

A2. Summary Statistics 

 

Table A 2-1. Summary Statistics 

 
The table shows the summary statistics in the sample without matching. The main samples 

include observations for which the games are matched, and Leader Approval and After 

are available. Leader Approval is missing if it was not asked or respondents answered 

“don’t know” or refused to answer. After is missing if respondents answered the survey 

between 8AM and 8PM on the days of the soccer games (indeterminate treatment status).  
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A3. Validity Checks 

 

Figure A 2-1. Histogram of Interview Dates 

 
The figure shows the histogram of interview dates relative to the dates of 

international soccer games. There are more respondents around the dates 

of soccer games as we focus on soccer games that happened to overlap the 

survey periods of the GWP. 

Figure A 3-1. Predictive Accuracy 

 
The figure plots the proportions of winning and losing games for each range of probabilities of victories and 

losses predicted from the pre-game betting odds. The horizontal and vertical axes show the predicted and 

real probabilities of victories (left panel) and losses (right panel), respectively. As shown in the figure, the 

point estimates are close to the diagonal lines (dashed line), indicating the accuracy of the predictions. 
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A4. Robustness Checks 

 

 

Figure A 4-1. Robustness with Different Pre-treatment Periods 

 
The figure shows the results when the pre-treatment time period is changed to those in the horizontal axis. The 

thick and thin intervals are 90% and 95% confidence intervals, respectively.  

Figure A 4-2. Robustness with Different Days from the Last Games 

 
The figure shows the results when we drop the games that were held within ℎ days after the last games. This 

accounts for potential effects of the last games. The horizontal axis shows the values of ℎ. The thick and thin 

intervals are 90% and 95% confidence intervals, respectively.  
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Figure A 4-3. Leave-one-country-out Tests 

 
The figure shows the results when we omit each country in the sample. The omitted countries are in the vertical 

axis. The thick and thin intervals are 90% and 95% confidence intervals, respectively.  
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Figure A 4-4. Robustness with Different Caliper Sizes 

 
The figure shows the results when we use different caliper sizes in the matching. The caliper sizes are in the 

vertical axis. The thick and thin intervals are 90% and 95% confidence intervals, respectively.  
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Table A 4-1. Other Robustness Checks (Victories) 

 ∗∗ 𝑝 < 0.01; ∗ 𝑝 < 0.05; † 𝑝 < 0.1 . Model 1-3: The outcome variable is changed to a trichotomous 

variable, and “don’t know” and refusals are not treated as missing values. Model 4: Over-sampled countries 

(Honduras, Italy, and Russia) are dropped. Model 5: All respondents interviewed on the day of soccer games 

are dropped. Model 6: Matching is not used, and the pre-game expectations of results (𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗) are 

controlled in regressions. Model 7: The matching is used as described in the manuscript, and the pre-game 

expectations of results (𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗) are also controlled in regressions. Model 8: The demographic 

covariates are controlled in regressions. Model 9: Country-game fixed effect is added. Model 10: Year, 

month, weekday, and day fixed effects are added. Model 11: The pre-treatment time trends are estimated 

separately for treated and control cases, and controlled in regressions. Model 12: The standard errors are 

two-way clustered by team and game. 
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A5. Specification Checks 

Table A 5-1 shows the list of specifications used in the specification check (p.24), which mostly 

correspond to those in the robustness checks (see Table 3). The leave-one-country-out tests, 

and the analyses without Honduras, Italy, and Russia are not conducted as we did not consider 

those specifications before conducting the analysis and, thus, they do not constitute forking 

paths. We also exclude the analysis with two-way clustered standard errors as we added it based 

on feedback in a workshop (that said, the results are nearly identical and will not sway the 

results). The caliper sizes, pre-treatment periods, and days from the last games are thinned to 

save computational time. 

Table A 4-2. Other Robustness Checks (Losses) 

 
See the note of Table A 4-1. 
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A6. Mechanism Checks 

 

Table A 5-1. List of Specifications 
Outcome 

variable 

1. “Don’t know” and refusals as missing (default). 

2. “Don’t know” and refusals as 0. 

Treatment 

variable 

1. Some of the responses at 𝑡 = 0 as non-missing (default).1 

2. All responses at 𝑡 = 0 as missing. 

Method 1. Regression control for 𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗. 

2 ~ 4. Matching with calipers of .05, .1 (default), or .2. 

5 ~ 7. Matching with calipers of .05, .1, or .2 and regression control for 𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗. 

Pre-treatment 

period 

1. 1 day. 

2. 3 days (default). 

3. 5 days. 

4. 7 days. 

Subset 1. No subset (default). 

2. No another game within a week. 

3. No another game within three weeks. 

Control 1. No control variables (default). 

2. Control for demographic covariates. 

Fixed effects 1. No fixed effect (default). 

2. Team-game fixed effect. 

3. Year, month, weekday, and day fixed effects. 

4. Team-game, year, month, weekday, and day fixed effects. 

Note 1: Respondents are assigned to a control group if a game started after 8PM, treated group if a game started 

before 8AM, and otherwise they are dropped. 

Table A 6-1. Survey Items Used in the Mechanism Checks 

Misperception 

Leader: Do you approve or disapprove of the way the leader/head/President of this 

country is handling his/her job as leader/head/President? 

Opponent country: Do you approve or disapprove of the job performance of the 

leadership of [country name]? 

Mayor: Do you approve or disapprove of the leadership of the city or area where you 

live? 

Mood 
Did you experience the following feelings during a lot of the day yesterday? How about 

[enjoyment/sadness/anger]? 

Immigrant 

Please tell me whether you, personally, think each of the following is good thing or a 

bad thing? [Immigrants living in (respondent’s country) / An immigrant becoming 

your neighbor / An immigrant marrying one of your close relatives]. 

All questions are binary choices with options for “don’t know” and refusals. “don’t know” and refusals are 

treated as missing. 
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A7. Heterogeneity I: Salience 

 

Table A 6-2. Mechanism Checks (Losses) 

 
The table shows the effects of losses on the outcome variables noted in the first row. The details of the survey 

items are available in Table A 6-1 of Appendix A6. The standard errors clustered by games are in 

parentheses. ∗∗ 𝑝 < 0.01; ∗ 𝑝 < 0.05; † 𝑝 < 0.1.   

Figure A 7-1. Effect Heterogeneity by Soccer Rivalries 

 
The figure shows the effects of victories and losses in international soccer games between historical rivals 

(right panel) and between other teams (left panel). The list of historical rivals in international soccer are 

derived from Wikipedia (https://web.archive.org/web/20240430024434/https://en.wikipedia.org/wiki/ 

List_of_association_football_rivalries#International). To the best of our knowledge, this is the most 

comprehensive list of soccer rivalries. To ensure the reliability of information, we use the data only if there 

are references to the external sources or dedicated webpages. The thick and thin intervals are 90% and 95% 

confidence intervals, respectively. 
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Figure A 7-2. Effect Heterogeneity by Pre-game Expectation 

 
The figure shows the effects of victories and losses in international soccer games on leader approval by the 

tertiles of pre-game expectation of the results. The left panel shows the effects of victories from the low to 

high expectations of victories. The right panel shows the effects of losses from low to high expectations of 

losses. The pre-game expectations 𝑝𝑤𝑖𝑛,𝑗 and 𝑝𝑙𝑜𝑠𝑠,𝑗 are derived from the pre-game betting odds. The thick 

and thin intervals are 90% and 95% confidence intervals, respectively. 

Figure A 7-3. Effect Heterogeneity between Close and Decisive Games 

 
The figure shows the effects of victories and losses in close and decisive international soccer games on leader 

approval. When a final score difference is 1 or smaller, the game is considered close, and otherwise it is 

considered decisive. The thick and thin intervals are 90% and 95% confidence intervals, respectively. 
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Figure A 7-4. Effect Heterogeneity by the Days from the Last Game 

 
The figure shows the effects of victories and losses in international soccer games on leader approval by the 

tertiles of the days from the last game. The thick and thin intervals are 90% and 95% confidence intervals, 

respectively. 

Figure A 7-5. Effect Heterogeneity by Game Stages 

 
The figure shows the effects of victories and losses in international soccer games on leader approval by the 

stages of the international soccer games (qualification, group, and playoff stages). The thick and thin intervals 

are 90% and 95% confidence intervals, respectively. 
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A8. Heterogeneity II: Countries 

 

A9. Macro-level Analysis: Event Study 

The available countries in the sample are Argentina, Austria, Bolivia, Botswana, Bulgaria, 

Canada, Cape Verde, Croatia, Czech Republic, Denmark, Georgia, Ghana, Greece, Guatemala, 

Guyana, Iceland, Latvia, Liberia, Lithuania, Luxembourg, Madagascar, Morocco, 

Mozambique, New Zealand, Nicaragua, Poland, Portugal, Romania, Russia, Slovenia, Spain, 

Switzerland, Tanzania, Tunisia, Ukraine, U.S., Uruguay, and Venezuela. 

Table A 8-1. Ecuadorian and French Games in the Sample 

Date Team Opponent Result 𝑝𝑤𝑖𝑛,𝑗 𝑝𝑙𝑜𝑠𝑒,𝑗 
Approval 

(before) 

Approval 

(after) 

Approval 

(diff.) 
N 

2011-11-11 

(Fri) 
Ecuador Paraguay 1-2 0.16 0.59 0.65 0.81 0.17 318 

2020-10-08 

(Thu) 
Ecuador Argentina 0-1 0.08 0.77 0.15 0.20 0.05 90 

2020-10-13 

(Tue) 
Ecuador Uruguay 4-2 0.35 0.35 0.21 0.17 -0.05 20 

2008-06-13 

(Fri) 
France Netherland 1-4 0.34 0.35 0.40 0.40 0.00 270 

2012-06-15 

(Fri) 
France Ukraine 2-0 0.45 0.24 0.59 0.67 0.08 191 

2017-06-09 

(Fri) 
France Sweden 1-2 0.55 0.18 0.34 0.23 -0.11 155 

2021-06-15 

(Tue) 
France Germany 1-0 0.35 0.37 0.44 0.71 0.28 71 

The table shows the soccer games involving the Ecuadorian and French national teams within the sample. 

These are the games whose dates coincided with the GWP surveys. The columns show the dates, teams, 

opponent teams, results, pre-game expectations, leader approval within three days before the game, leader 

approval within a day after the games, their differences, and the number of respondents. 
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Figure A 9-1. Event Study (Macro-level Analysis) 

 
The figure shows the results of event study, where the average incumbent vote share within one week before 

international soccer games is compared to those in other time periods. The days from international soccer 

games are binned to weeks. The model includes country-fixed effects. The effect of losses three weeks before 

soccer games is missing as no election was held within the time window. The thick and thin intervals are 90% 

and 95% confidence intervals, respectively. 
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